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ABSTRACT: In photoelectrochemical cells, sunlight may be converted
into chemical energy by splitting water into hydrogen and oxygen
molecules. Hematite (α-Fe2O3) is a promising photoanode material for
the water oxidation component of this process. Numerous research
groups have attempted to improve hematite’s photocatalytic efficiency
despite a lack of foundational knowledge regarding its surface reaction
kinetics. To elucidate detailed reaction mechanisms and energetics, we
performed periodic density functional theory + U calculations for the
water oxidation reaction on the fully hydroxylated hematite (0001)
surface. We investigate two different concentrations of surface reactive
sites. Our best model involves calculating water oxidation mechanisms on a pure (1×1) hydroxylated hematite slab
(corresponding to 1/3 ML of reactive sites) with an additional overlayer of water molecules to model solvation effects. This
yields an overpotential of 0.77 V, a value only slightly above the 0.5−0.6 V experimental range. To explore whether doped
hematite can exhibit an even lower overpotential, we consider cation doping by substitution of Fe by Ti, Mn, Co, Ni, or Si and F
anion doping by replacing O on the fully hydroxylated surface. The reaction energetics on pure or doped hematite surfaces are
described using a volcano plot. The relative stabilities of holes on the active O anions are identified as the underlying cause for
trends in energetics predicted for different dopants. We show that moderately charged O anions give rise to smaller
overpotentials. Co- or Ni-doped hematite surfaces give the most thermodynamically favored reaction pathway (lowest minimum
overpotential) among all dopants considered. Very recent measurements (Electrochim. Acta 2012, 59, 121−127) reported
improved reactivity with Ni doping, further validating our predictions.

1. INTRODUCTION

Solar energy is a promising resource to help satisfy a fast-
growing global energy demand. Photoelectrochemical reactions
can harvest solar energy by using sunlight to provide energy for
endoergic chemical reactions, which in turn create reaction
products that store chemical energy. The water splitting
reaction, H2O → H2 + O2 (E0 = −1.23 V), produces H2
energy carriers,1 which can be used as a fuel itself or as a
feedstock to produce liquid fuels. Water splitting requires not
only energy input but also photoelectrocatalysts to accelerate
the reaction. Hematite (α-Fe2O3, “α-” is omitted henceforth)
has shown promise as a photocatalytic anode material. It has an
indirect optical band gap of 1.9−2.2 eV,2,3 which can absorb
approximately 40% of the solar spectrum. It is cheap, abundant,
nontoxic, and stable against corrosion. Its valence band and
conduction band alignments permit water oxidation to produce
oxygen, but it cannot form hydrogen without an applied
voltage.1 Recently, Ti-doped hematite surfaces modified by
exposure to a CoF3 solution were shown to shift the
conduction band position so that an external bias is not
required to generate hydrogen from water.4 This offers the
promise of full water splitting (as opposed to just oxidation).
Hematite has some major shortcomings, however, including

low conductivity, a small optical absorption coefficient, and fast
electron−hole recombination rates. Consequently, improving
the efficiency of hematite as a photoanode is an active area of
research.5,6 N-type doping with Ti, Si, Ge, Zr, etc., increases
carrier concentrations and hence conductivity.7−10 Nano-
structuring shortens hole diffusion pathways and thereby
reduces electron−hole recombination.11−15 Surface modifica-
tions with cocatalysts16−18 or by doping12,19−21 improve
reaction kinetics and reduce overpotentials. By incorporating
these strategies, a water oxidation photocurrent of >3 mA/cm2

was achieved using nanostructured hematite with an IrO2

cocatalyst at an applied potential of +1.23 V versus the
reversible hydrogen electrode under standard solar illumination
conditions.17

Hematite has a corundum lattice structure, with lattice
constants a = 5.035 Å and c = 13.747 Å.22 Below the Neél
temperature (TN = 963 K), Fe2O3 is antiferromagnetic with
weak ferromagnetism.23 The high-spin d5 Fe3+ cations within
one bilayer in the (0001) planes are ferromagnetically coupled
to each other while antiferromagnetically coupled to the
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adjacent Fe bilayers. The two natural growth faces of hematite
are the (0001) and the (011 ̅2) surfaces.24 Experimentally, both
surfaces have been characterized under ultrahigh vacuum
(UHV)25−30 and when in contact with water.31−34 Theoret-
ically, the surface energies of the two surfaces under vacuum are
similarthe (0001) surface is ∼0.1 J/m2 less stable.35 Here we
examine the water oxidation reaction on the (0001) surface as a
first step toward understanding the redox surface chemistry of
hematite. The termination of the (0001) surface is less
complicated with fewer reconstructions than other surfaces.
We expect that the insights gleaned from the current study on
the (0001) surface will also shed light on related surface
chemistry on the hematite (011 ̅2) surface.
Under UHV conditions, the single-layer Fe-terminated

(0001) surface, which is stoichiometric and nonpolar, has
been suggested to be the most stable by X-ray photoelectron
diffraction and scanning tunneling microscopy (STM) experi-
ments.27,29 Coexistence of the single-layer Fe-terminated
surface and the O-terminated surface was observed by STM
and low-energy electron diffraction (LEED) under an oxygen
pressure of 10−4−10−1 mbar. This coexistence was also
predicted for certain oxygen partial pressures by full-potential
linearized augmented plane wave density functional theory
(DFT) calculations within the generalized gradient approx-
imation (GGA) for exchange-correlation (XC).26,28,36 DFT-
GGA calculations using projector augmented wave (PAW)
potentials predicted that at a constant oxygen partial pressure of
0.2 bar, the most stable Fe2O3 (0001) surface below 500 K is
the O-terminated surface.37 Because self-interaction errors
(SIEs) inherent in standard Kohn−Sham DFT38 are large for
localized Fe 3d electrons in Fe2O3, standard DFT incorrectly
predicts narrow band gaps for bulk hematite39,40 and
overestimates the interlayer spacings in both hematite bulk40

and surface35 structures. The DFT+U method,41 which
includes exact intra-atomic exchange energy, has been proposed
and successfully applied to strongly correlated materials to
correct for the SIEs.42 Therefore, the above conclusions derived
from DFT calculations may change if the more physically
correct DFT+U theory is employed, as done here.
Water adsorption on the Fe2O3 (0001) surface has been

experimentally characterized with various surface science
techniques.31,34,43−48 In one study using X-ray photoelectron
spectroscopy (XPS), ultraviolet photoelectron spectroscopy,
Auger, and temperature-programmed desorption,43 only ice
condensation was observed on the stoichiometric surface at
175−220 K, while sputtered surfaces containing oxygen
vacancies and concomitantly reduced Fe2+ ions chemisorb
water strongly. Another study (on hydrated and hydroxylated
hematite (0001) surfaces using XPS, scanning force micros-
copy, scanning electron microscopy, X-ray diffraction, and
LEED)46 found adsorption and dissociation of H2O were
restricted to the top monolayer (ML) of the surfaces under
ambient conditions. The most recent study using XPS for water
adsorption on hematite (0001) near ambient conditions
observed hydroxylation of only the topmost surface layer
before water molecule adsorption.34 Trainor et al.31 studied the
hydrated hematite (0001) surface at room temperature with a
nearly water-saturated He atmosphere using crystal truncation
rod (CTR) diffraction and DFT-GGA calculations. Spacings of
the terminating Fe and O layers were measured by CTR.
Identifications of the terminations were made by comparing the
measured spacings to those predicted by DFT and taking into
account the thermodynamic stabilities of different terminations

predicted by DFT. That study suggested two different
hydroxylated domains coexist: one domain corresponds to a
full hydroxylation of the single-layer Fe-terminated surface
((HO)3-Fe-(HO)3-Fe-R, where “R” represents the remaining
layers in the bulk), and another domain is a fully hydroxylated
O-terminated surface ((HO)3-Fe-Fe-R) resulting from removal
of a Fe(OH)3 species from the first structure. Since DFT-GGA
overestimates the spacings of hematite as already discussed
above, the identifications based on comparing experimental
data to DFT-GGA values should be viewed with caution.
Theoretically, water adsorption and hydroxylation of

hematite surfaces have been studied by both atomistic
simulations49,50 and DFT.51,52 According to one classical
potential simulation,50 the structure with Fe(OH)3 dissociating
from the surface was 0.82 J/m2 more stable than the structure
with Fe(OH)3 attached to the surface, implying desorption of
Fe(OH)3. DFT-GGA studies of Fe-terminated or defective
hematite (0001) surfaces predicted that defective surfaces with
Fe adatoms or vacancies are more reactive toward H2O.

51,52 To
our knowledge, theoretical studies detailing water oxidation
mechanisms on hematite (0001) surfaces are not available.
Since the (HO)3-Fe-(HO)3-Fe-R domains might gradually

evolve to (HO)3-Fe-Fe-R after Fe(OH)3 dissociates, here we
study surface chemistry of the hematite (0001) surface with the
(HO)3-Fe-Fe-R model termination. We also investigate doping
effects on the surface chemistry. For cation substitutions,
several first-row transition metals (Ti, Mn, Co, and Ni) are
considered. These first-row transition metal cations have similar
ionic radii to Fe, but they have different numbers of 3d
electrons, giving rise to different stable oxidation states. Si
doping is also tested because it is commonly used to increase
electron conductivity for n-doped hematite.11,13 For anion
substitutions, F doping is tested by substituting it in for a
terminating O. Unlike the terminating O in the hydroxylated
surfaces, the terminating F anions do not bond to any H atoms
since they are monovalent and only interact with a surface Fe
atom. The rest of the paper is organized as follows: section 2
describes the models used for simulating water oxidation on
oxide surfaces, section 3 provides computational details, section
4 presents results and discussion, and section 5 concludes.

2. WATER OXIDATION REACTION
We adopt the following reaction mechanism scheme53−55 to
identify fundamental aspects of water splitting reactions, in
particular water oxidation:

+ * → *H O OH2 2 (A)

* → * + ++ −eOH OH H2 (B)

* → * + ++ −eOH O H (C)

+ * → * + ++ −eH O O OOH H2 (D)

* → + * + ++ −eOOH O H2 (E)

The lone “*” represents a surface with one O vacancy site in the
topmost layer. The symbols “*OH2”, “*OH”, “*O”, and
“*OOH” represent the surface with the corresponding
chemisorbed species residing in the O vacancy site. The
mechanism involves four oxidation steps (steps B−E), each of
which results in a proton ejected into the electrolyte that will
eventually meet a transferring electron at the cathode. H2O first
adsorbs onto the surface O vacancy site. The *OH2 species
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then undergoes two subsequent oxidation reactions to form
*O. Another oxidation step allows *O to react with another
water molecule to form the *OOH intermediate. In the last
oxidation, O2 is released from the *OOH. We obtain the
energy of H+ + e− implicitly by referencing it to the energy of
H2 using the standard hydrogen electrode (SHE, 1/2 H2 → H+

+ e−, at pH = 0, p = 1 atm, T = 298 K). Applying an external
bias ϕ on the proton-coupled electron transfer processes in
reactions B−E is accounted for by including a −e·ϕ term in
their reaction free energies. For example, when ϕ = 0 at
standard conditions, the free energy of reaction C is the same as
the free energy of the reaction *OH → *O + 1/2 H2. Other
electrochemical models explicitly simulate electrostatic re-
sponses to a constant field, or they generate an electric field
via charged slabs and then compensate the extra charges with a
uniform charge compensating background.56−60 In theoretical
studies on water oxidation and oxygen reduction on Pt (111),
these three models gave similar results.57 Here, we adopt the
first and simplest model, which has also been applied to
examine water oxidation on other metal oxide surfaces.55

Deviations from the standard pH = 0 condition can be treated
by adding a −kT ln 10·pH correction, where k is the Boltzmann
constant. Zero point energy (ZPE) and entropic contributions
are also calculated or taken from standard tables (see
Computational Details section). Enthalpy changes due to
temperature increasing from 0 to 298 K are expected to be
small and are normally neglected.53−55 Therefore, the reaction
free energies are calculated as follows:
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EH2O, EH2
, and EO2

are the calculated energies for the isolated
gaseous molecules H2O, H2, and O2, respectively. Because ΔGA
is not an oxidative process, it does not depend on ϕ. Following
Nørskov et al.,53,61 we define the reaction potential, ϕrx, as the
potential that makes all individual voltage-dependent steps
(reactions B−E) have ΔG values ≤ 0. Therefore, ϕrx is equal to
the most positive value among ΔGB, ΔGC, ΔGD, and ΔGE. The
effective binding energies of O, OH, and OOH species at the
surface O vacancy site, are calculated as55

Δ * = * − * − + + Δ − ΔG E E E E T S( O) ( ) ZPEO H O H2 2

(6)
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Lastly, the (average) H adsorption energy on the O-
terminated surface is evaluated as

= ‐ +

− ‐ −

+ Δ − Δ

G E n

E n E n

T S

[ (O terminated slab H)
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ZPE

ad

H2

(9)

where n is the number of H atoms adsorbed onto the O-
terminated surface.

3. COMPUTATIONAL DETAILS
In this section, we provide a brief description of the computational
models used. More technical details can be found in Supporting
Information, along with total energies and coordinates of all molecules
in their equilibrium geometries. We used the VASP program (version
5.2)62,63 for all calculations. The Perdew, Burke, and Ernzerhof
(PBE)64 GGA XC functional was employed. All-electron frozen core
PAW potentials65,66 were used for the ion-electron terms (“ion” refers
to a nucleus screened by its core electrons). Spin-polarized DFT+U
theory was used to properly describe the antiferromagnetism of
hematite and to correct the DFT SIEs for strongly correlated electrons
in the first-row transition metal ions. The efficacy of this theory is
evident for our purposes, as it has been shown to predict, for example,
more accurate redox potentials and oxidation energies of transition
metal oxides than standard DFT.67,68 We utilized the rotationally-
invariant DFT+U formalism proposed by Dudarev et al.69 and
implemented by Bengone et al.70 DFT+U predictions can depend on
the value used for U − J, the one parameter in the theory, which
represents the spherically averaged intra-atomic Coulomb minus
exchange energy of the localized (here d) electrons that suffer the most
from SIE. Rather than fit this parameter to match experiment as is
frequently done, we use a fully ab initio value of U − J = 4.3 eV for Fe
that was derived for Fe3+ in Fe2O3 using a size-converged
electrostatically-embedded cluster model within unrestricted Har-
tree−Fock theory.71 Our previous work using the ab initio derived U −
J value (4.3 eV) for hematite showed that DFT+U predicts ground
state structures and ground and excited state electronic properties of
bulk hematite in very good agreement with experiments, in contrast to
DFT alone.71,72 We also validated the DFT+U method using U − J =
4.3 eV in studies of the two lowest-energy surfaces of hematite.35 In
the present work, two scenarios of U − J values were tested for the
other first-row transition metals as dopants. In one case, we used the
same U − J = 4.3 eV for all the transition metals, so as to not artificially
bias the 3d electron occupations among different transition metal
cations. In the other case, we used the U − J derived from experiments
or from ab initio calculations (5.0 eV for Ti4+,73,74 3.5 eV for Mn2+,75

4.0 eV for Co3+,76 and 3.8 eV for Ni2+).77 Oxygen- and hydrogen-
containing species were treated with standard DFT-PBE, since they do
not exhibit much SIE; DFT-PBE describes molecular thermochemistry
moderately accurately, with a mean unsigned error of 0.17 eV for alkyl
bond dissociation energies (ABDE4 database).78

The hexagonal unit cell of pure hematite was fully optimized at the
PBE+4.3 (shorthand notation for using the PBE XC functional and U
− J = 4.3 eV) level, leading to predicted lattice vectors a = 5.10 Å and c
= 13.92 Å, both of which are within 1% of the experimental values of a
= 5.04 Å and c = 13.75 Å.22 (1×1) and (2×2) slab models of four
stoichiometric units (∼9.3 Å thick, see Figure 1) were built from the
optimized bulk crystal structure. These two slabs of different lateral
sizes are used to evaluate the dependence of reaction energetics on
different concentrations of surface reaction sites (1/3 ML in the (1×1)
slab compared to 1/12 ML in the (2×2) slab). Given the complex
nature of a hematite electrode surface under hydrating conditions (due
to polycrystalline facets, vacancies, and hydroxylation), we expect the
actual surface to have more rather than less reactive sites. Thus, we
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believe that the (1×1) slab that represents a higher concentration of
reactive sites is more likely to be representative of the actual reaction
conditions. Reactive species were introduced on both sides of the slab
so the slab had no net dipole moment. In subsequent structural
optimizations of the periodic slabs, the lateral lattice vectors were held
fixed, while the ion positions were allowed to relax. A vacuum layer at
least 10 Å thick (measured from wherever the slab or the water
molecules end) was used to isolate slabs from their periodic images.
Bader charges were calculated by integrating electron densities within
zero flux surfaces around nuclei and are converged to within 0.1 e
compared to a grid 1.5 times denser along each lattice vector.79 The
valence band maximum (VBM) was evaluated by referencing the
energies of the highest occupied bands in the optimized slabs to the
electrostatic potential energy in the vacuum region.
Doping effects on surface chemistry were tested by direct cation or

anion substitutions (Figure 1). Substitutions were made at the layers

nearest to the surface, directly bonding to the reactive site, to simulate
the maximum effect of doping on surface reactions. We expect the
influence of the dopant will diminish when the dopant atom is located
farther from the reaction site. Thus, predictions for a distribution of
dopant locations should fall between the limits studied here of pure
hematite and having a dopant adjacent to the reaction site. Two
different dopant concentrations were tested in which the cation dopant
substitutes either one out of two (or one out of eight) Fe cations
within the Fe bilayer in the (1×1) (or (2×2)) slab. The anion dopant
replaces one out of three O anions in the terminating O layer in the
(1×1) slab (anion substitution in the (2×2) case encountered
convergence difficulties and is not reported). The magnetic moments
of the substituting cations were set to follow the same sign as those of
the Fe cations being substituted. We also tested another scenario with
the dopants having magnetic moments opposite to the Fe cations
being substituted. The energy differences between these two scenarios
are small (<0.01 eV/atom), and the first scenario is lower in energy for
most species.
ZPE and entropic contributions are presented for individual species

in Table 1 and for individual reactions or binding energies in Table 2.
The ZPE corrections were obtained from vibrational frequencies
derived from Hessians calculated from finite differences of analytic
gradients on single molecules in vacuum or adsorbates on (1×1) pure
hematite slab models. The ZPE corrections calculated by Valdeś et
al.54 using DFT-GGA for related reactive species on the rutile TiO2
(110) surface are included in Table 1 for comparison. The ZPE
corrections calculated for reactive species on the Fe2O3 (0001) surface
are very close to those for the TiO2 (110) surface, with differences
≤0.07 eV. This similarity suggests that the vibrational frequencies of
O−O and O−H bonds do not change significantly for different metal
oxide substrates.
The entropic contributions for gaseous molecules are taken from

standard thermodynamics tables.80 The entropic contributions to the

total energy of a water molecule in solution is evaluated as the entropic
contribution to the energy of a gas-phase water molecule minus the
condensation energy from gas to liquid for water at 298.15 K. This
scheme enables us to physically model the absolute energy of a water
molecule in the liquid phase including solvation and standard state
corrections. Entropic contributions from absorbed species on the
surfaces are small, so they are usually omitted,53,61 as we do here. For
H adsorption, ΔZPE values in eq 9 for different coverages of H are
calculated to be close to 0.18 eV with deviations <0.01 eV. Since the
entropic contributions from slabs with H adsorption are omitted, the
−TΔS term in eq 9 is 0.20 eV (one-half of that for the H2 molecule,
see Table 1). Therefore, the ΔZPE − TΔS term in eq 9 is set to 0.38
eV.

4. RESULTS AND DISCUSSION
4.1. H Adsorption on the O-Terminated Fe2O3 (0001)

Surface. We began our investigation by obtaining equilibrium
structures for the fully hydroxylated Fe2O3 (0001) surface via H
adsorption on the O-terminated Fe2O3 (0001) surface. The H
atoms adsorbed onto this surface form terminating OH groups
that can adopt different orientations in which the H lies nearly
within the O planes (e.g., Figure 2a-i) or on top of the O anions
(Figure 2a-ii). Initially, the slabs with adsorbed H were built by
adding H atoms manually to the slab. Depending on the
starting geometry, the optimized structures varied in total
energies, and the H atoms relaxed into different and seemingly
arbitrary positions on the two sides of the slab. To
systematically investigate the energetics of H adsorption and
obtain minimum energy structures, a two-dimensional 7×7 grid
of points on the (1×1) slab was used as initial positions for the
adsorbed H atoms. The grid spacing is sufficiently dense (a

Figure 1. O-terminated Fe2O3 (0001) slab models: (a) (1×1) slab
with 23 atoms per unit cell and (b) (2×2) slab with 92 atoms per unit
cell. O is depicted in red and Fe in gray. The ions for cation and anion
substitutions are colored blue and purple, respectively. Only cation
substitution was tested for the (2×2) slab.

Table 1. Entropic Energy Contributions (T = 298.15 K) and
ZPE Corrections for Gaseous and Adsorbed Molecules and
Reactive Species on Hematite (0001)a

TS [eV] ZPE [eV] ZPE for TiO2 [eV]
54

H2(g) 0.40 0.27 0.27
O2(g) 0.63 0.10 0.10
H2O(l) 0.67 0.57 0.56

*O 0 0.04 0.05
*OH 0 0.37 0.35
*OOH 0 0.48 0.41
*OH2 0 0.67 0.70

aSee text for details about how the TS term for H2O is calculated.

Table 2. Entropic Energy Contributions (T = 298.15 K) and
ZPE Corrections for Reaction Steps A−E and Adsorbate
Binding Energies, ΔGadsorbate

a

ΔZPE − TΔS [eV]

reaction A 0.77 (0.10)
reaction B −0.37
reaction C −0.39
reaction D 0.47
reaction E −1.08 (−0.41)

ΔG*O 0.01
ΔG*OH 0.40
ΔG*OOH 0.48

aValues in parentheses for reactions A and E have a water molecule
from the water layer bound to the O vacancy site in the otherwise
clean “*” species, effectively making this intermediate an *OH2 species
(see bottom of Figure 3).
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distance of ∼0.73 Å between nearby points) to sample
important positions on the surface, such as those on top of
O anions and those at equal distances to adjacent O anions.
The (1×1) slab (four stoichiometric units thick) is thick
enough so that scanning along different H positions on one side
of the slab does not influence the bonding of the H on the
other side of the slab. Furthermore, although the entire slab
itself does not have internal mirror symmetry, the atoms
comprising the terminating O layers and their nearest Fe
bilayers at each slab surface are nearly symmetric to each other
(Figure 1a). This means that H atoms aligned on opposite sides
of the slab encounter almost the same bonding potential,
meaning scans for both sides of the slab can proceed
simultaneously. For the first scan, H atoms were added to
opposite sides of the slab at one of the 7×7 grid points (at
starting positions 0.8 Å away from the terminating O layers).
The structures were then fully optimized for all 49 points. The
lowest-energy structure was then used in subsequent scans at
higher coverage adding H atoms to each side of the new slabs
in the same manner as before. Since the outermost atoms
terminating the slabs are now H atoms, the starting positions
for the subsequent, higher coverage PES scans are closer (0.5 Å
away from the terminating atoms) to prevent the newly added

H from being too far away from the outermost O layers.
Following this procedure, we obtained the lowest-energy
structures with up to four H atoms on each side of the slab
(4/3 ML, corresponding to four H atoms over three O anions
in each terminating layer). Due to steric repulsion, ion
relaxations from a (1×1) slab with five H atoms on each side
resulted in water desorption, so H coverages >4/3 ML were not
considered further.
The optimized geometries with different H coverages and the

corresponding average H adsorption energies (see eq 9) are
displayed in Figure 2. The minimum energy geometry with one
H adsorbed on each side of the (1×1) O-terminated surface
(1/3 ML) has O−H bonds lying nearly flat toward the
terminating O layers (Figure 2a-i). This is the preferred
orientation due to maximal hydrogen bonding between −OH
to nearby terminating O anions. Having the O−H bond
pointing away from the surface (see Figure 2a-ii) produces a
structure higher in energy by 0.06 eV. When two H atoms are
adsorbed on each side of the (1×1) slab (2/3 ML, Figure 2b-i),
the lowest-energy structure has two H atoms bonding to two
different O anions. The slab with a bound −OH2 molecule
(Figure 2b-ii) is 0.28 eV higher in energy. When three H atoms
are bound on each side of the slab (1 ML), we find two
structures consisting of three −OH groups on each side, each
with different numbers of O−H bonds pointing toward vacuum
(Figure 2c-i and -ii). Close competition between hydrogen
bonding attractions and steric repulsions makes these two
geometries essentially degenerate in energy. A third possible
geometry with 1 ML coverage has 2 H atoms bonded to the
same O (Figure 2c-iii), but this is 0.24 eV higher in energy, as
was found with the 2/3 ML case. Interestingly, deviations
between the geometric positions of Fe and O ions in the slab
with those in the bulk structure decrease as the number of H
increases from one to three. Dangling bonds from the
terminating O anions become passivated once O−H bonds
are formed, such that the fully hydroxylated slab becomes bulk-
like in terms of both geometry and electronic structure. As
expected, O−H bond lengths are predicted to be ∼1.0 Å in all
cases. On the basis of our results from the (1×1) slab which
showed the formation of −OH groups is preferred to −OH2
groups, we optimized the geometry for the (2×2) slab using 1
H atom (1/12 ML) and 12 H atoms (1 ML) on each side of
the slab. The lowest-energy structure of the (2×2) slab with 1
ML of H has half of the O−H bonds lying nearly flat with
respect to the terminating O plane while the other half are
pointing away toward the vacuum region away from the slab.
Regardless of H coverage, all H adsorption energies are

negative, suggesting that the hydroxylated Fe2O3 (0001) slab is
energetically more favorable than the O-terminated Fe2O3
(0001) slab. Due to increased steric repulsion, H adsorption
energies slightly decrease as the number of H atoms increases.
Increasing the slab dimension from (1×1) to (2×2) decreases
the isolated H adsorption energy by only 0.06 eV (going from
1/3 to 1/12 ML), suggesting that the structure with one H
adsorbed on the (1×1) slab model (1/3 ML) is already
sufficiently modeling the low coverage limit. As expected, at 1
ML coverage both the (1×1) and (2×2) slabs give similar H
adsorption energies of ∼−2.0 eV, differing by only 0.01 eV.
This implies the (2×2) slab with 1 ML coverage is like a
supercell of the (1×1) slab with 1 ML coverage, as expected,
with the two orientations of the OH groups (lying nearly flat or
pointing away from the slab) being so close in energy that they
both are likely to be present on the surface.

Figure 2. Optimized geometries of the O-terminated Fe2O3 (0001)
surfaces with different coverages of H atoms. For each coverage, the
lowest-energy structure is shown on the left. The unit cell size, number
of H atoms, and coverage of H atoms is listed above each figure. “ML”
means monolayer. The average H adsorption energy is given below
each figure. Figures depict O in red, Fe in gray, and H in pink. This
color scheme is used throughout.
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4.2. Water Oxidation Reactions on the Fully Hydroxyl-
ated Fe2O3 (0001) Surface. The minimum energy structures
obtained by optimizing O-terminated slabs with different H
coverages (as described above) are used as *O, *OH, and
*OH2 intermediates. Initial structures for *OOH and “*” were

built manually starting from the optimized slabs at 2/3 ML H-
coverage and then they were fully relaxed to energy minima.
The reaction pathway intermediates and the Bader charges for
their surface ions are displayed in Figure 3. Here, water
oxidation is illustrated as a continuous catalytic cycle. Starting at

Figure 3. Schematic illustrations of the water oxidation reaction pathway on hematite showing optimized structures for all intermediates under
vacuum. The terminating ions with unusual Bader charges are highlighted with orange circles, and their values are reported below each figure in
orange. Cumulative free energies of reactions (ΔG298, normalized to the formation of one oxygen molecule) are plotted in the center of the reaction
cycle. “O” under the x-axis represents the state consisting of the hematite surface containing one oxygen vacancy plus two water molecules in the
liquid state. Line segments connect the adjacent reactions. For example, the line segment A−B illustrates the free energy for reaction B. The
optimized geometries of reactive intermediates with a water overlayer are shown at the bottom. For clarity, we illustrate the reaction intermediates on
one side of the slab even though our models consider reactions on both sides of the slab. Normal Bader charges for Fe and O are derived from
hematite bulk calculations. Normal Bader charges for H are derived from the *OH species, which exhibits hematite bulk-like geometry and electronic
structure.
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the top right, the reactant of reaction A, “*”, has one O vacancy
in the terminating O layer. As a result, the Fe cation in the
orange circle closest to the O vacancy is less ionic with less
positive charge than normal (charges deviating from bulk values
are shown in orange). In reaction A, one water molecule is
adsorbed onto the surface at the O vacancy site, forming *OH2.
Since the water molecule is charge-neutral, the Fe cation
remains in its lower oxidation state. In reaction B, one proton
and one electron leave the surface (in a real system, the proton
to the electrolyte and the electron into the hematite bulk crystal
and out to an external circuit), producing the bulk-like fully
hydroxylated Fe2O3 (0001) surface without any unusual Bader
charges. In reaction C, the surface undergoes another oxidative
process with another proton and electron removed. According
to Bader analysis, the resulting hole resides on the
deprotonated O anion. In reaction D, the *OOH product is
formed by addition of water and loss of a proton and an
electron, with both O anions in the −OOH group having less
negative charge than the other O anions. In reaction E, one O2
molecule is released along with one proton and one electron.
The cumulative reaction free energies (ΔG298) for the

proposed reactions steps are plotted in the center of Figure 3
and given in Table 3. We first analyze the gas-phase energetics.

With no applied external potential (ϕ = 0 V), the cumulative
ΔG298 for all reactions is 4.43 eV, the DFT-GGA-PBE
calculated water splitting reaction energy (2H2O(l) → O2(g) +
2H2(g)). The predicted electrochemical reaction potential is
then 1.11 V (4.43 eV/4e = 1.11 V), a value in reasonable
agreement with measured water splitting reaction potential of
1.23 V. The most endoergic step is reaction C. At an external
potential ϕ of 1.11 V, the overall ΔG298 for the reaction is zero.
At this applied potential, the only endoergic steps are C and D.
Recall that since reaction A does not involve an oxidation step,
it is independent of ϕ. Increasing the applied potential further
to ϕrx = 1.82 V causes the ΔG298 values of all electrochemical
reactions B−E to be ≤0. The lower limit of the overpotential is
then approximated as the difference between this 1.82 V value
and the calculated water reaction potential of 1.11 V, which is
equal to 0.71 V. Since the overpotential is a consequence of
electrochemical kinetic barriers, it is appropriate to use kinetic
schemes incorporating potential-dependent reaction barriers to
obtain overpotentials.81,85 However, such barriers are challeng-
ing to calculate from first principles, and lower bounds to the

overpotential provided by this simpler thermodynamic analysis
has been demonstrated to satisfactorily predict experimental
overpotentials for other electrocatalytic reactions.53,61

Solvent effects are considered by adding a water overlayer
(consisting of three water molecules for the (1×1) slab) on
both sides of the slab. Earlier studies by Rossmeisl et al.
considered multiple layers of water to simulate the interface
between an electrolyte and an electrified Pt (111) surface.59

They found a single water layer capably described the variation
of potential through the interface, suggesting that for flat
surfaces such as the basal plane of hematite, a monolayer of
water may be sufficient to capture both electrostatics and H
bonding interactions. The initial geometries of the water layer
were chosen manually, and they were built to maximize
hydrogen bonding between the water layer and the surface
O(H) species to assess the maximum perturbation caused by
the water layer. The final optimized geometries are shown at
the bottom of Figure 3. The cumulative ΔG298 for reactions
with a monolayer of water on top is also plotted in Figure 3 in
orange. The lines connecting reactions A−D under vacuum
conditions and with the H2O monolayer are nearly parallel,
implying nearly the same ΔG298 for the individual reaction
steps B, C, and D. Indeed, this solvation model mainly affects
reactions A and E. As previously stated, when the surface with
the O vacancy (*) is in contact with the water layer, a water
molecule chemisorbs into the oxygen vacancy. This reduces the
ΔG298 for reaction A by 0.35 eV and increases the ΔG298 for
reaction E by 0.25 eV. The reaction potential ϕrx with the water
layer is 1.88 V, only 0.06 V higher than the case under vacuum.
As discussed in the Computational Details section, we believe
that this model for water oxidation (using the (1×1)
hydroxylated hematite slab with 1/3 ML reactive sites with
an additional overlayer of water molecules) is most
representative of experimental conditions. The overpotential
of 0.77 V predicted is in reasonable agreement with the 0.5−0.6
V range measured for hematite photoanodes.5

ΔG298 values for the individual water oxidation reaction steps
on the (1×1) and (2×2) slabs are provided in Table 3. The
(1×1) slab (with 1/3 ML reactive sites) and the (2×2) slab
(with 1/12 ML reactive sites) provide a measure of the reaction
energy dependence on surface reactive site concentrations. The
ΔG298s for the (2×2) slab under vacuum are comparable to
those for the (1×1) slab under vacuum, with differences ≤0.26
eV. The overall reaction potential for the (2×2) slab under
vacuum is 0.2 V higher than the one for the (1×1) slab under
vacuum. This similarity suggests that the reaction on the surface
is fairly localized and exhibits only a small coverage depend-
ence.

4.3. Water Oxidation Reactions on the Fully Hydroxyl-
ated Fe2O3 (0001) Surface with Dopants. Table 4 presents
the reaction free energies and reaction potentials for water
oxidation on the doped, fully hydroxylated hematite (0001)
surfaces under vacuum and explicitly solvated conditions. The
cation or anion dopants are bonded directly or positioned
adjacent to the reaction site (see Figure 1 and text in the
Computational Details section for more details). Unlike Table
3, we only report ΔG298 values with ZPE and entropic
corrections. The reaction energies without ZPE and entropic
corrections can be derived using corrections listed in Table 2.
We first analyze results from the (1×1) slab models. In vacuum
and employing the U − J values appropriate for different
dopants discussed earlier, the ϕrx values for doped surfaces
follow the ordering: Ni < Co < F < Mn < Si < Ti. The ϕrx

Table 3. Free Energies of Reactions (ΔG298, in eV) without
External Bias (ϕ = 0) and Reaction Potentials (ϕrx, in V) for
Water Oxidation on the Fully Hydroxylated, Pure Fe2O3
(0001) Surfacea

(1×1) 1/3 ML
reactive sites

(2×2) 1/12 ML
reactive sites

vacuum with H2O vacuum

ΔG298(A) 0.05 (−0.72) −0.20 (−0.30) 0.19 (−0.58)
ΔG298(B) −0.03 (0.34) −0.07 (0.30) −0.16 (0.22)
ΔG298(C) 1.82 (2.21) 1.88 (2.27) 2.02 (2.41)
ΔG298(D) 1.69 (1.22) 1.77 (1.30) 1.43 (0.96)
ΔG298(E) 0.90 (1.98) 1.05 (1.46) 0.95 (2.03)
ϕrx 1.82 (2.21) 1.88 (2.27) 2.02 (2.41)

aNumbers in parentheses are reaction energies omitting ZPE and
entropic corrections. The most positive reaction energies within each
column (equal to ϕrx) are in bold italic. The coverages refer to the
concentration of oxygen vacancies at each surface.
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values for Ni- and Co-doped surfaces are smaller than for a pure
hematite surface. The Ti-doped surface has the largest ϕrx,
which is 1.45 V higher than for the pure hematite surface.
When all dopants have the same U − J = 4.3 eV as Fe, the
above trend still holds. The ΔG298 and ϕrx are similar in the two
cases (using U − J values appropriate for individual dopants or
same U − J = 4.3 eV for all) and have a largest difference of
0.18 eV for ΔG298 and 0.18 V for ϕrx. Table 4 also shows results
from the (2×2) slab model under vacuum, employing different
U − J values appropriate for different dopants. These data
correspond to lowering the dopant concentration from 1/2 in
the Fe bilayer of the (1×1) slab to 1/8 in the Fe bilayer of the
(2×2) slab, as well as lowering the concentration of reactive
sites from 1/3 to 1/12 ML. The predictions exhibit only a small
dependence on the concentrations of dopants or reactive sites,
with a largest difference of 0.26 eV for ΔG298 and 0.12 V for
ϕrx. Therefore, similar to what is found for pure hematite in the
previous section, the reaction is quite spatially localized and
most sensitive to changes at adjacent sites.
We now focus on further analyzing dopant effects resulting

from the model employing appropriately different U − J values.
Including one layer of water has a similar effect on doped

surfaces as with pure hematite (Table 4). The ϕrx changes less
than 0.1 V in all cases except for Si and F, which increase by
0.15 and 0.28 V, respectively. To test the dependence of ϕrx on
dopant concentrations, results for Ti, Mn, Co, Ni, and Si
doping in the (2×2) slab models are also presented in Table 4.
Calculations on F doping did not consistently converge
properly for the larger (2×2) supercell, and therefore they
are not reported.
Dopants retain similar charges in the (1×1) and (2×2) slabs

in all cases except Ti. The latter can have either a +4 or a +3
charge when near the *OH and *OOH species at the lower
coverage afforded by the (2×2) slab. When Ti has a +4 charge,
a nearby Fe3+ cation is reduced to Fe2+ (just as for Ti doping in
the (1×1) slab, vide inf ra). When Ti has a +3 charge, all the Fe
cations have +3 charges. The *OH (or *OOH) with a nearby
Ti3+ is higher in energy by 0.21 (or 0.08) eV than that with a
nearby Ti4+, resulting in a 0.08 V difference in ϕrx between the
Ti4+/Fe2+ and Ti3+/Fe3+ scenarios. Since the energy difference
between these two cases depends on the U − J values used for
Fe and Ti, we report results for both (2×2) slab scenarios in
Table 4. Overall, predictions from (2×2) slabs are very similar
to those of the (1×1) slabs, with largest differences being 0.26

Table 4. Free Energies of Reactions (ΔG298, in eV) without External Bias (ϕ = 0) and Reaction Potentials (ϕrx, in V) for the
Water Oxidation Reaction on the Doped Fully Hydroxylated (1×1) and (2×2) Fe2O3 (0001) Surfaces

a

dopant

Ti Mn Co Ni Si F

(1×1) 1/3 ML Reactive SitesVacuum
U − J [eV] 5.0 3.5 4.0 3.8 − −
ΔG298(A) −0.08 0.04 0.07 0.00 0.44 −0.10
ΔG298(B) −0.38 0.37 0.75 0.99 −0.40 −0.02
ΔG298(C) 0.23 1.00 1.74 1.66 0.51 2.08
ΔG298(D) 3.27 2.49 1.61 1.67 2.92 1.56
ΔG298(E) 1.39 0.54 0.26 0.11 0.97 0.92
ϕrx 3.27 2.49 1.74 1.67 2.92 2.08

U − J [eV] 4.3 4.3 4.3 4.3
ΔG298(A) −0.05 0.02 0.06 −0.01
ΔG298(B) −0.53 0.54 0.85 1.08
ΔG298(C) 0.20 1.18 1.77 1.73
ΔG298(D) 3.29 2.31 1.59 1.61
ΔG298(E) 1.53 0.38 0.16 0.03
ϕrx 3.29 2.31 1.77 1.73

(1×1) 1/3 ML Reactive Siteswith H2O
U − J [eV] 5.0 3.5 4.0 3.8 − −
ΔG298(A) −0.16 −0.16 −0.23 −0.27 −0.20 −0.21
ΔG298(B) −0.44 0.23 0.82 1.11 −0.65 −0.04
ΔG298(C) 0.35 1.08 1.80 1.75 0.58 2.36
ΔG298(D) 3.32 2.57 1.71 1.73 3.07 1.28
ΔG298(E) 1.36 0.72 0.33 0.11 1.63 1.04
ϕrx 3.32 2.57 1.80 1.75 3.07 2.36

(2×2) 1/12 ML Reactive SitesVacuum
U − J [eV] 5.0 3.5 4.0 3.8 −
ΔG298(A) −0.13 (−0.13) 0.15 0.17 0.11 0.32
ΔG298(B) −0.44 (−0.24) 0.19 0.67 0.92 −0.66
ΔG298(C) 0.25 (0.04) 1.06 1.70 1.67 0.61
ΔG298(D) 3.30 (3.38) 2.37 1.63 1.64 2.94
ΔG298(E) 1.45 (1.37) 0.67 0.26 0.09 1.22
ϕrx 3.30 (3.38) 2.37 1.70 1.67 2.94

aThe most positive reaction energies within each column (equal to ϕrx) are in bold italic. Ti doping can occur in two different ways with the lower
coverage (2×2) slab: values not in parentheses are for the Ti4+/Fe2+ scenario that exists also for the higher coverage (1×1) slab, and values within
parentheses are for the Ti3+/Fe3+ scenario that only occurs at the lower coverage. See text for details.
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eV for individual ΔG298 values and only 0.12 V for ϕrx. These
small differences suggest that the water oxidation reaction on
hematite surface depends primarily on the local chemical
environment and does not drastically change with the dopant
concentration. This conclusion should also apply to F doping.
Table 5 reports the Bader charges and magnetic moments of

dopants placed as nearest neighbors to the reactive O vacancy
sites in the (1×1) slabs to discern their maximum effect. The
charges and magnetic moments of Fe in the pure hematite
surface are nearly identical to those of F doping and have a
maximum difference of 0.1 in charge or 0.1 μB in magnetic
moment. The changes in charges of cation dopants for different
surface reaction intermediates follow similar trends to what was
found above for the pure hematite surface, but they are smaller
in magnitude for Ti, Co, and Ni. The charges on the dopants in
the * and *OH2 species are smaller than the charges on the
dopants with the other three reactive species present. Si
dopants are an exception to this, however. Here, the charge on
Si remains +3.1 throughout the catalytic reaction cycle, while O
anions become more negatively charged compared to O anions
in pure or other cation-doped hematite surfaces due to Si being
electropositive.
We now analyze the oxidation states and electronic

configurations of the dopants by combining information
extracted from Bader charges, magnetic moments, and
projected densities of states (PDOS). Since the fully
hydroxylated surface (*OH) is the most bulk-like, we focus
on the PDOS of the pure and doped hematite slabs containing
the *OH species (Figure 4). In pure hematite, the Fe3+ cations
are in high-spin d5 states. (Recall that first-row transition metals
first give away their 4s electrons upon ionization, followed by
ionization of their 3d electrons.) The occupied states below the
Fermi energy are of mixed Fe 3d and O 2p character, while the
majority of Fe 3d states have energies below ∼−6 eV. For both
Ti- and Si-doped hematite, one minority Fe 3d peak appears
right below the Fermi energy. This peak suggests the existence
of Fe2+ cations with one minority spin 3d electron, which result
from cation substitution by Ti4+ or Si4+. The higher oxidation
states of Ti and Si compared to other cations are evident from
the Bader charges of Ti and Si in Table 5. A Co dopant can
adopt oxidation states of either +2 or +3. We tested different
initial magnetic moments for Co ions; calculations converged
to two possible configurations for the 3d electrons on Co,
namely, the high-spin and low-spin cases. We always adopt the
spin state species with the lowest energy for reaction energy
calculations. In the presence of *OH, the PDOS of Co has
nearly symmetric majority and minority occupied 3d states,
which, along with its 0.1 μB magnetic moment, implies that Co
is in the +3 oxidation state of low-spin d6. Co’s magnetic

moment of 2.7 μB in the presence of * and *OH2 suggests that
for these species Co prefers a high-spin d7 electronic
configuration with a +2 oxidation state. The PDOS of Ni
shows more occupied majority states than minority states, and
both are partially filled. The PDOS, together with the 0.8 μB
magnetic moment for Ni, suggests that Ni in the presence of
*OH has a low-spin d7 electronic configuration with a +3
oxidation state. The magnetic moment of ∼1.6 μB in * and
*OH2 suggests that Ni has a high-spin d8 electronic
configuration with a +2 oxidation state when these species
are present. However, the charges of Co and Ni in Table 5 do
not vary significantly, and all are smaller than that of Fe. We
consider the magnetic moment derived from spin density
differences to be a more sensitive measure of electron density
around the cation. The Bader charges change little because the
electron being added or removed is shared between Co/Ni and
O, implying covalent character in Co−O and Ni−O bonds and
intermediate charges between +2 and +3 for Co and Ni. For
Mn, the similar Bader charges for Mn and Fe suggests that Mn
is in the +2 oxidation state in the presence of * and *OH2, and
in the +3 oxidation state in the presence of *OH, *O, and
*OOH. From the PDOS of Mn in the presence of *OH, the
majority Mn 3d states are only partially filled, with unoccupied
majority states appearing near the conduction band minimum.
Along with a magnetic moment of 3.8 μB, this implies that Mn
is in +3 oxidation state in the presence of *OH. These charge
assignments for Ti, Mn, Co, and Ni agree with previous work
by Velev et al.82 on a transition-metal-doped 30-atom unit cell
of hematite using the local density approximation + U method.
Next, we analyze the effects of using different dopants. The

cumulative ΔG298s for the case under vacuum with different U
− J values for different dopants are plotted in Figure 5 for four
different external potentials. From the plots of ϕ = 1.11 V and
ϕ = 2.00 V, the ΔG298 values for reactions C and D show
different signs for different dopants. At ϕ = 1.11 V using pure
or Co-, Ni-, or F-doped hematite, reactions C and D are the
two most endoergic steps with positive ΔGC and ΔGD. At ϕ =
1.11 V using Ti, Mn, and Si doping, the most endoergic step is
reaction D, while all other ΔG298 values are slightly positive or
are negative. Co or Ni doping each give rise to the lowest ϕrx
and are unique among the other dopants as they exhibit linear
energy changes from reactions B−D, such that ΔGC and ΔGD
are both positive at ϕ = 1.11 V and both negative at ϕ = 2.00 V.
This means reactions C and D are the key steps for determining
ϕrx. Recall that reaction C corresponds to removing a proton
and electron from *OH to form *O, and reaction D
corresponds to *O reacting with water to form *OOH. We
now focus on characterizing these three different species, *OH,
*O, and *OOH.

Table 5. Bader Charges (q) and Magnetic Moments (μ, in Absolute Values) of the Dopants in the Fully Hydroxylated (1×1)
Fe2O3 (0001) Surfaces under Vacuum

dopant, U − J [eV]

Ti, 5.0 Mn, 3.5 Co, 4.0 Ni, 3.8 Si, − F, −a

reaction
intermediate qTi μTi [μB] qMn μMn [μB] qCo μCo [μB] qNi μNi [μB] qSi μSi [μB] qFe/qF μFe [μB]

* 2.0 0.9 1.5 4.5 1.2 2.7 1.2 1.6 1.4/−0.8 3.7
*OH2 2.1 0.9 1.5 4.6 1.3 2.7 1.2 1.7 1.4/−0.8 3.7
*OH 2.3 0.1 1.8 3.8 1.3 0.1 1.3 0.8 3.1 0.0 1.9/−0.7 4.3
*O 2.3 0.0 1.9 3.0 1.4 0.8 1.4 0.0 1.8/−0.7 3.6
*OOH 2.3 0.1 1.7 3.8 1.3 0.0 1.3 0.9 1.8/−0.7 4.2

aFor F doping, the charges and magnetic moments of the Fe in the cation substitution sites are given.
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Scaling relationships among binding energies of *OH, *O,
and *OOH have been proposed from studying various
transition metal oxide surfaces.55,83 For example, the differences
in binding energies between *OH and *OOH are constant for
a series of transition metal oxides.55 Figure 6a plots the binding
energy of *OOH (ΔG*OOH in eq 8) versus that of *OH
(ΔG*OH in eq 7) with (in orange) and without (in black) ZPE
and entropic corrections. Following Man et al.’s approach,55

linear fits are obtained by constraining the slope to be 1. The
best-fit line with an R2 value of 0.989 shows the proposed
scaling relationship for *OOH and *OH also holds for pure or
doped hematite surfaces. Since the key steps determining

reaction potentials are the reactions C and D, the reaction
potential with ZPE and entropic corrections follows

ϕ = Δ Δ

= Δ * − Δ * Δ * − Δ *
= Δ * − Δ * Δ * − Δ *

− Δ * − Δ *
= Δ * − Δ * − Δ * − Δ *

G G e

G G G G e
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G G e
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max( , )/

max[( ), ( )]/

max{( ), [( )
( )]}/

max{( ), [3.464 ( )]}/

rx C D

O OH OOH O

O OH OOH OH

O OH

O OH O OH

(10)

where 3.464 is the intercept from the linear fitting of the orange
curve in Figure 6a. The second line of eq 10 can be derived

Figure 4. Projected densities of states (PDOS, n(E)) for pure and doped fully hydroxylated (1×1) Fe2O3 (0001) surfaces under vacuum. Positive
values represent majority spin DOS whereas negative values represent minority spin DOS. The DOSs are shifted so that the Fermi level is set to
zero, with occupied states at negative energies E (eV).
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from eqs 3, 4, and 6−8. According to this scaling relationship,
the closer ΔG*O − ΔG*OH is with respect to 3.464/2 = 1.732
eV, the smaller the reaction potential, ϕrx. This is confirmed by
the plot of −ϕrx versus ΔG*O − ΔG*OH in Figure 6b. Practically
at the peak of the orange volcano curve84 is the case for Ni
doping, located near ΔG*O − ΔG*OH = 1.7 eV. The maximum
expected activity is predicted because Ni doping provides the
optimal relative binding strengths of *OH and *OOH.
Including ZPE and entropic corrections adds different
constants to the values of ΔG*O, ΔG*OH, and ΔG*OOH (see
Table 2). Comparing the black and orange curves in Figure 6,
these corrections shift both the peak positions of the volcano
curves and the relative positions of dopants on the curves.
These corrections make a qualitative difference in our
predictions; in general, ZPE and entropic corrections to
quantum mechanical energies at 0 K should always be added
to model experimental conditions at finite temperature. In the
literature these corrections are usually accounted for,53,54,61,85

but they are sometimes omitted when several varieties of oxide
surfaces are under investigation.55 Based on the orange volcano
curve in Figure 6b, since the ϕrx for pure hematite lies close to
the peak position of the volcano curve, only modest
improvement can be expected over pure hematite.
To further understand why different dopants affect ΔG*O −

ΔG*OH values, we analyze various properties of the reactive
species. In Figure 7, ΔG*O − ΔG*OH is plotted against each
specific dopant (or “Fe” in the case of pure hematite). It is clear
that the ΔG*O − ΔG*OH values are inversely related to the
Bader charges of the transition metals and the VBM of the
doped slabs, that is, the larger the Bader charges of the
transition metal cations (or the higher the VBM of the doped
slabs), the smaller the ΔG*O − ΔG*OH. The VBM values are
less negative when more positively charged dopants are near
the surface because such dopants draw out electrons from the
bulk material making it easier to remove an electron from the
surface. The VBM for the F-doped slab is the most negative
because the F atom is negatively charged and suppresses
electrons coming from the bulk. In contrast, ΔG*O − ΔG*OH
values correlate well with the Bader charges of the circled O
anions in *O and *OOH (Figure 3). These are more positive
than the normal Bader charges of O, indicating probable hole
localization on these O anions. Hole localization on O makes
sense during the water oxidation reaction, where the oxidation
states of O change from −2 to 0. Dopants that are more
positively charged than Fe favor formation of *O on the surface
(reaction C) because they help stabilize a more negatively
charged O anion formed upon deprotonation. However, that
more negatively charged O anion makes *OOH formation
(reaction D) unfavorable, consistent with the relation that
shows the trade-off between reactions C and D: ΔG*OOH −
ΔG*OH = (ΔG*OOH − ΔG*O) + (ΔG*O − ΔG*OH) = ΔGD +
ΔGC = 3.464 (see equation within Figure 6a and eq 10). On
the other hand, when the dopants are less positively charged
than Fe, the O anions are less negatively charged. This favors
*OOH formation but not *O formation. Therefore, we
conclude that the most energetically favorable pathway requires
moderate propensity for hole localization on the active O
anions. The balanced bonding from Ni doping therefore gives
the smallest reaction potential.

4.4. Perspectives on Photoelectrocatalysis and Our
Model. Developing efficient photoelectrocatalysts requires
optimizing various properties (e.g., band gaps, band edge
character and alignments, electron/hole conductivity and

Figure 5. Cumulative free energies of reactions (ΔG) for the pure and
doped fully hydroxylated (1×1) Fe2O3 (0001) slabs under vacuum at
different applied potentials. Different U − J values are used for
different first-row transition metal elements. See text for details.

Figure 6. (a) Binding energies of *OOH versus binding energies of
*OH for the pure and doped fully hydroxylated (1×1) Fe2O3 (0001)
surfaces under vacuum, with different U − J values for different
dopants. The linear fit is constrained to have a slope of 1. (b) The
negative of the reaction potentials (−ϕrx) versus the binding energy
differences of ΔG*O − ΔG*OH. The orange (black) curve represents
the results with (without) ZPE and entropic corrections.
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lifetime, and reaction thermodynamics and kinetics). The
current study focuses on reaction thermodynamics only. Water
oxidation reaction steps are simulated here at the periodic DFT
+U level by referencing to the SHE to avoid explicit modeling
of proton release into water and electron injection into the
semiconductor. Referencing to the SHE greatly simplifies the
computation and has been successfully demonstrated in
previous electrochemical modeling.53−55,61,81,85 The model we
adopt also does not account for photoexcited holes within
hematite. However, Valdeź and Kroes reported a DFT study on
TiO2 showing that calculations using neutral clusters as reactive
catalysts give very similar results as calculations on positively
charged clusters with one hole.86 They also showed that these
cluster calculations gave similar results as periodic DFT
calculations. Physically, localized holes at the hematite surface
should enhance water oxidation, thus charge neutral models
should provide a theoretical upper bound for overpotential

estimates based on thermodynamics. On the other hand, since
kinetic barriers were not evaluated here, the estimated
overpotentials based on thermodynamics are lower bound
estimates for the measured overpotentials. These two counter
factors compete, resulting in error cancellation to some degree.
Experimentally, the overpotential for the hematite photoanode
has most recently been estimated at 0.5−0.6 V.5 Our calculated
overpotential of 0.77 V for liquid-phase reaction on a pure
(1×1) hematite slab (denoting 1/3 ML reactive sites) is just
slightly above that experimental range, showing this model’s
approximate predictive capacity. Lower reactive site (and
dopant) coverages give slightly higher overpotentials, but
these may be less representative of a typical hematite/water
interface that likely contains significant concentrations of
defects (vacancies, grain boundaries, etc.) that will promote
reactive site formation. Of course, the ultimate comparison with
experiment awaits evaluation of kinetic barriers to confirm or
exclude the model’s validity.
Photoelectrocatalytic water oxidation on hematite starts with

light absorption in the near surface region of hematite. The
resulting electrons and holes in the hematite anode are then
separated: electrons flow to the external circuit, while holes
migrate to the surface and react with water. Previously,
theoretical calculations on optical excitations of pure hematite
using an electrostatically embedded cluster showed that a
charge transfer excitation from O to Fe is much higher in
energy than the Fe d−d transition.87 Since hole localization on
O is necessary in the water oxidation reaction (O evolves from
−2 to 0 charge), the unfavorable ligand-to-metal charge transfer
(LMCT) may limit the hole concentration on O in undoped
hematite photoanodes, which in turn reduces their efficiencies.
Doping can enhance the efficiency of photoelectrocatalysis

on hematite through different means. In the light absorption
process, introducing other cation elements with lower-lying
LMCT excitation states in their oxide phases might increase
photogenerated hole concentrations on O anions. Since mid-to-
late first-row transition metal oxides are of mixed Mott−
Hubbard and charge-transfer character,88 doping hematite with
Co or Ni might promote O hole concentration via LMCT
between Co/Ni and O centers. Moreover, surface modifications
with different dopants will affect the VBM level of the hematite
slabs. Specifically, Ti, Mn, or Si doping shifts the VBM to be
less negative, while F doping shifts the VBM to be more
negative (Figure 7d). The VBM for Co- or Ni-doped slabs are
largely unaffected by doping. Since the CBM position of
hematite is below that needed for water reduction, it is
desirable to shift the VBM and CBM of hematite to less
negative values. Therefore, surface modifications with Ti, Mn,
or Si should lead to favorable VBM alignments while the CBM
alignment needs to be further verified by characterizing band
gap changes after the modifications. In terms of electron
transport in doped hematite, our earlier theoretical work on
electron transport suggested that Si is a more favorable dopant
than Ti in the low doping concentration limit.10 Therefore, we
suggest that Si is a better dopant than Ti to improve band
alignment and electron transport in hematite photoanodes. On
the other hand, we predict that Ti or Si doping increases the
water oxidation overpotential on hematite surfaces, with Ti
doping giving the highest ϕrx.
Lastly, we have shown that dopants adjacent to reaction sites

change reaction thermodynamics. The presence of dopants can
modulate the bonding strengths between the surface and the
intermediate adsorbed species in the water oxidation reaction.

Figure 7. Various properties of the intermediate species in the water
oxidation reaction on the pure (“Fe”) and doped fully hydroxylated
(1×1) Fe2O3 (0001) surfaces under vacuum or in solvent, using
different U − J values for different first-row transition metal dopants.
(a) ΔG*O − ΔG*OH for slabs with different dopants. (b) Bader charges
of Ti, Mn, Co, Ni, and Si dopants and Fe at the same cation
substitution site for pure and F-doped surfaces. (c) Average Bader
charges for *O and *OOH for the O anions in orange circles in Figure
2. (d) The valence band maximum for each slab with different
dopants, under vacuum or in solvent.
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According to the Sabatier principle, interactions between the
catalysts and the adsorbates should be intermediate: neither too
weak to adsorb the reactants nor too strong as to inhibit
product leaving the catalyst. Among a series of dopants, Co and
Ni are predicted as the most effective additives to reduce
overpotentials because their less positive charge compared to
Fe provides optimal binding strengths to the O, OH, and OOH
adsorbates. Indeed, after submission of this work, we discovered
recently published measurements of photoelectrochemical
properties of Ni-doped hematite by Liu et al.21 That study
reported that Ni-doping leads to higher photocurrent densities
for water oxidation compared to pure hematite samples. The
improved performance of the Ni-doped hematite surface was
attributed to increased conductivity and higher charge
separation efficiency, but our work suggests additionally that
the reaction thermodynamics is improved. An observed
reduction of 0.05 V in the onset potential for Ni-doped
samples further validates our predictions for the effectiveness of
Ni-doped hematite.

5. CONCLUSIONS
We performed ab initio DFT+U calculations to characterize the
thermodynamics of water oxidation on the hematite (0001)
surface. Our previous work72 demonstrated that extensions
beyond standard DFT (i.e., ab initio DFT+U) must be
employed to obtain accurate structures and electronic proper-
ties of hematite. In the present work, we calculated reaction
potentials for water oxidation in both gas and liquid phases on a
(1×1) hydroxylated hematite slab (1/3 ML reactive sites) and
in the gas phase for a (2×2) slab (1/12 ML reactive sites).
However, since actual hematite electrode surfaces under
hydrating conditions undoubtedly have a complex structure
with polycrystalline facets, vacancies, and hydroxylation, we
expect predictions based on the explicitly solvated, hydroxy-
lated (1×1) slab that contains a higher concentration of reactive
sites to be more representative of actual electrochemical
conditions. This model gives a reaction potential ϕrx, defined as
the minimum potential that makes ΔG ≤ 0 for all individual
electrochemical steps, of 1.88 V, corresponding to an
overpotential of 0.77 V. This calculated overpotential is in
reasonable agreement with measured overpotentials of 0.5−0.6
V for hematite photoanodes.5

Cation doping (Ti, Mn, Co, Ni, Si) was introduced by direct
cation substitutions, and F doping was introduced by
substituting an OH group on the fully hydroxylated surface.
Including ZPE and entropic corrections shifts reaction energy
levels, qualitatively changing the predictions of which dopants
act to reduce the overpotential. By accounting for ZPE and
entropic corrections and by using ab initio U − J values for the
dopants, Co or Ni doping reduces the ϕrx of pure hematite by
up to 0.15 V. In contrast, Ti, Mn, Si, and F doping increased
the ϕrx beyond that of pure hematite, suggesting Co and Ni
additions are candidates to improve the catalytic activity of pure
hematite. The doping effects were analyzed by comparing
charges of the dopants and active O anions as well as the
binding energies of O, OH, and OOH adsorbates. Specifically,
optimal binding of O, OH, and OOH reactive species is the key
to reduce the reaction potential. Co or Ni, both with charges
less positive than Fe, produce intermediately charged O anions
that best balance the binding strengths among O, OH, and
OOH, yielding the smallest reaction potential.
Lastly, after initial submission of this manuscript, we became

aware of very recent measurements21 reporting improved water

oxidation activity on Ni-doped hematite photoanodes, which
further validates our work. Overall, our results indicate that Ni
and Co doping at the hematite surface are best suited to reduce
the overpotential for water oxidation on hematite photoanodes.
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